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I The Joint Usage/Research Center for Interdisciplinary Large-scale Information Infrastructures

Eight University centers and their staff collaborate with researchers nationwide to expand interdisciplinary research

fields in computational science, data science, and computer science.
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Collaboration of computational science, data science, and
computer science with broad interdisciplinary research
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B JHPCN sites and diverse computing resources as of FY2022

Users can use the different types of supercomputers, softwares, virtual servers and visualization

systems, as well as “mdx", which is optimized for data science and data utilization.

Computation and data science are the major forces that advance various
academic research fields deeper and farther.

Utilizing the knowledge of experts in computational science, comput-
er science, and large-scale computational resources, the JHPCN supports
interdisciplinary collaborative research with fields ranging from natural
sciences and engineering to humanities and social sciences.

The JHPCN is jointly operated by eight university centers (Hokkaido
University, Tohoku University, the University of Tokyo, Tokyo Institute of
Technology, Nagoya University, Kyoto University, Osaka University, and
Kyushu University), each operating a different type of supercomputer and
with the University of Tokyo serving as its core center.

From FY2022, mdx (jointly operated by eight universities, the National
Institute of Informatics, the National Institute of Advanced Industrial
Science and Technology, and the University of Tsukuba's Center for
Artificial Intelligence), which focuses on data science and data utilization,

has been added to the computational resources of the JHPCN.
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Interdisciplinary research—where researchers with
different backbones intersect
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There are two types of JHPCN joint research themes: general,
international, or corporate joint research proposals, and exploratory
joint research themes recommended by each university center. If a
proposal is accepted, the research group will have access to the
JHPCN's computational resources free of charge and conduct joint
research with the leading researchers of the other centers. In
addition, publication fees, participation in international conferences,
and meetings with overseas collaborators (in the case of international
proposals) will be supported.

At the annual symposium, each project leader is invited to give a
presentation. In addition, they can network and share their research
methods and results, as the encouragement of interdisciplinary
research is the spirit of the JHPCN.
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Poster session at the JHPCN Symposium (FY2022). Research-
ers from different backgrounds meet to discuss the poster

presentations of the accepted research themes. Completed

research themes will be shared in the form of oral presentations.
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Developing high-speed, high-capacity
network technology by connecting sites
across Japan (Takeshi Murata/NICT)

Towards accelerating the progress of big data science in
various fields, we have been researching ultra-high-speed,
large-capacity communication technology since the
establishment of JHPCN.

By linking JHPCN sites located throughout Japan with
high-speed networks, we have developed basic network-
related technologies for various fields such as distributed
large-scale simulations, real-time collection of diverse
sensing data, and visualization of ultra-high resolution data,
as well as verification using actual data.

In the future, we will build a wide-area distributed cloud
that is further scaled up from the eight JHPCN sites and
engage in communication technology research that will drive

the next generation of big data science.
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Simultaneous display experiment of ultra-high resolution and time-re-
solved images taken by Himawari satellite at three different sites.
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Please refer to the JHPCN website for information on open calls, symposia, the latest computing resources, and previously accepted proposals.

https://jhpcn-kyoten.itc.u-tokyo.ac.jp/ja/ m https://jhpcn-kyoten.itc.u-tokyo.ac.jp/en/



