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Whole-volume gyrokinetic simulation of magnetic
fusion plasmas with in-situ data processing
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° We have completed the basic development of the extended
version of XGC including non-axisymmetric configurations.
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Magnetic fusion device
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* Fundamental plasma physics in the core region of LHD are
successfully demonstrated and benchmarked with the other
established codes
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* Nuclear fusion reactions, e.g., D-T reaction, can be a sustainable 5
energy source to meet world-wide energy demands. ° p=osi
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* To produce net power from the reactions, we have to confine thy
the fuels with high temperature (> 108 °C) in the reactor. * We have developed a new mesh generation scheme and finite
* Torus-type magnetic configurations with twisting field lines have element field solver for stellarator edge region and compared
been proposed to confine the fuels. with the conventional scheme using ITER configuration.
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Code-code coupling using Adaptive |/ stem (ADIOS

J. Choi, et al. 2018 IEEE 14th International Conference on e-Science
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- Middleware for high performance parallel I/O
Plasma

ADI@S - "on-the-fly” data aggregation, relocation and reduction
among parallel computational, staging and 1/O nodes
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* Precise prediction of device heat load by whole device kinetic ADlOS has been successfully CPU only gCPU +GPU
. e ) . installed on TSUBAME and other
modeling has a critical importance in ITER operation and future : Ty S [
. US DOE machines.
reactor designs. -
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* Robust computational model and large computational ) 9 ) Main Tvain
. ) o o ) code coupling for effective whole- ,
resources are required for multi-physics simulation including ) ~ Adios
. volume modeling. Staging Method
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- Hybrid use of Lagrange (PIC) and Euler (5D mesh) descriptions for with the core plasma simulation. Step is1 | kel £
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