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Motivation: How to leverage large vision-language models for artificial intelligent disaster assessment and response?
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Research Plan
Goall: Curate a large-scale vision-language dataset for disaster damage assessment and response.

Stepl.1. Construct a semi-automatic pipeline for high-quality annotation. o Done

@ Ongoing
‘ Future plan

Stepl.2. Benchmark open-source and commercial vision-language models disaster response.

Goal2: Develop a disaster assistant for conversation-based disaster response.

—DisasterM3: Multi-hazard, multi-sensor, multi-task vision language dataset —
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Q: What objects have sustained Q: What i1s the total number of Q Explain hOW 0'3’1‘3“#1 spatlally

damage? completely destroyed buildings? < relates to object#2.

Q: Which key objects show visible ~  Q: How many buildings were Q: Describe the spatial relationship

impact from this disaster event? 4 totally destroyed? 1. Gene}-ﬂt‘e similar ~ between object#l and ObjeCt#z.
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A: The totally destroyed building#1 is

questions disaster-related damage? questions that were utterly demolished?
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Disaster Caption  Disaster restoration advice

@ Road damage ratio ,,JBuilding damage ratio
R on e Un|tOr % FEMA Building: The tornado Immediate: Prioritize te 92.85% (8/(.;)
SCOSHIL O RS Guldelmes support has destroyed most of the mporary housing solution 80 79.44%
residential buildings in for displaced residents usi 60 60
Counting task @ the upper left and ... ng portable structures... 40 0
Road: The main roads Long-term: Reconstruct @ - 244
Segmentation task were not affected and houses and install metal ¢ ' ' ‘30 534%  181% 20 12.94% 7 6204
: 1. Disaster experts draft I\)/a: S:glfi(;;]'. Green o ontnec;tloll;s ;1:11 thi— Sllam Stfr 2. Polish and check 3. Multi-round intact flooded debris O intact damaged destroyed
PIANS i PANS - o A Reasomng task reports based on basic i peme e fo . S:roo ’ grammar human verification
e U eI Pt tnts et (R | . X residential areas ... resisting the "uplift" effec S . . .
Pre-disaster image Post-disaster image Basic visual and text information information Conclusion: ... t of future strong... (b) Damage-leVel dlStI’lbU.thIlS
Method Accuracy (%) Disaster Caption Restoration Advice
AVG | LUC DTR BBD BDC DRE ORR | AVG | DAP DDR FC | AVG | RNR APP  SC Domain gap for disaster scenarios.
Random Guess - - 0 - 0 0 201 -!- - - 1-1- - - Existing VLMs show significant domain
Open-source models . .
LLaVA-1.5-7B [19] 12.1 4.2 - - - - 20.0 - - - - - - - - gaps When proccssing dlsaster SCCNCS,
LLaVA-OV-7B [17] 245 | 16.3 535 3.7 264 242 227 1.66 1.50 1.53 1.93 2.30 | 3.01 2.08 1.81 c sl .
Kimi-VL-A3B-Instruct [35] | 256 | 289 663 40 204 150 189 | 1.69 | 153 1.72 181 | 267 | 357 240 2.05 limiting their performance.
Kimi-VL-A3B-Think [35] 26.7 | 27.0 51.6 7.4 244 254 244 1.61 1.39 1.68 1.75 2.61 335 234 215
InternVL3-8B [53] 31.3 | 39.6 535 4.0 303 241 36.2 1.96 1.88 1.92  2.09 | 2.75 352 253 221
InternVL3-14B [53] 35.7 | 425 62.0 4.9 274 236 541 2.08 | 2.01 2.01 222 | 2.86 3.67 262 229 . .
InternVL3-78B [53] 393 | 435 725 53 294 287 561 | 279 | 274 275 289 | 290 | 364 264 243  Larger  VLMs achieve higher
Qwen2.5-VL-3B [3] 262 | 30.8 56.1 5.7 299 212 138 1.00 | 0.83 1.05 1.12 | 2.15 2.98 1.77 1.71 f 1 1 h ld f
Qwen2.5-VL-7B [3] 312 | 283 666 47 342 293 239 | 175 | 1.69 171 1.85 | 195 | 253 1.83  1.49 performances. Scaling laws ho or
Qwen2.5-VL-32B [3] 353 | 36.7 54.7 11.6 332 309 4438 1.55 1.42 1.52 1.72 | 2.96 3.63 271 2.55 .
Qwen2.5-VL-72B [3] 405 | 470 748 68 348 289 508 | 201 | 199 200 205 | 292 | 379 270 227 VLMs: larger models perform better.
GeoChat-7B [14] 107 | 61 - - - - 153 | - - - i - - _ - Commercial models excel due to massive
TeoChat-7B [13] 23.0 6.9 64.9 2.0 225 233 182 1.77 1.61 1.74 1.96 1.95 2.59 1.77 1.49 . . d
EarthDial-4B [34] 229 | 106 581 32 302 208 145 | 153 | 122 164 173 | 242 | 321 208 198  training data.
e Commercial models
GPT4o0 [12] 393 | 494 80.5 106 242 214 498 | 227 | 225 228 2.28 3.19 392 295 2.69
GPT4.1 [12] 42.3 | 524 79.6 1.2 255 250 64.0 2.5 2.60 2.58 2.54 3.14 3.94 2.93 256 Flne_tuned models lmprove
Fine-tuned models o .
Qwen2.5-VL-7B [3] 404 | 377 836 215 343 294 362 | 390 | 376 353 441 | 311 | 373 283 273 comprehensively.  DisasterM3  fine-
A 9.2 | 19.4 117.0 1168 10.1 10.1 1123 | 12.15 | 12.07 11.82 1256 | 1126 | 11.20 11.83 11.24 - . .
InternVL3-8B [53] 17 | 26 793 239 201 249 506 | 383 | 369 349 43 | 331 | 392 310 200  tuning significantly improves VLM
A 10.4 3.0 125.8 19.9  [-1.2 0.8 14.4 1.87 .81 Fl.af 12.23 0.56 M40 10.57 M).69 performance and narrows domaln gapS.
We adopted.ac.curacy(%.) for the multiple choice task§, i.e.., disaster scene re.cognitior.l(DSR), disgster type recognition (DTR), bearing body recqgnition(BBR), DIS aster- Speciﬁc terminolo gy enhances
damaged building counting (DBC), damaged road estimation (DRE), and object relational reasoning (ORR). The open-ended tasks are scored using GPT4.1 on ]
a scale of 5 points. Disaster caption is measured from damage assessment precision (DAP), damage detail recall (DDR), and factual correctness (FC). I'epOI't quallty.
Restoration advice is measured from recovery necessity (RN), strategic completeness(SC), and action priority precision (APP). The average accuracy (AVG)
denotes the overall performance.
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