
A preliminary MPI-parallelized, cell-resolved simulator (Cai, Trotter, Hustad, Lines)
Based on an existing cell-resolved simulator that uses finite difference discretization and shared-memory parallelization [2], we will develop a new cell-resolved simulator that is 

based on finite element discretization where tetrahedral elements will be adopted and thus capable of handling irregular shapes of the extra-cellular and intra-cellular areas. 

Distributed-memory parallelization, programmed using MPI, will be enabled. The overall numerical strategy will otherwise follow the full operator-splitting approach adopted in 

[1,2], where the individual intra-cellular subdomains will be independently solved, while decoupled also from the extra-cellular subdomain and the cell membranes. During each 

time step, the ordinary differential equations applicable on the cell membranes will be integrated first, followed by solving the individual intra-cellular subdomain problems, and 

thereafter the overall extra-cellular subdomain problem. 

Code optimization through overhead-aware partitioning (Cai, Trotter, Hustad, Langguth)
As mentioned above, there are three types of subdomains in the new cell-resolved modeling approach: the individual intra-cellular subdomains (each per cardiac cell), the cell 

membranes (surfaces surrounding the 3D intra-cellular subdomains) and the overall extra-cellular subdomain that is the exterior of all the intra-cellular subdomains. In the 

preliminary cell-resolved simulator (see above), partitioning of the three subdomain types will be made independent of each other. This implementation decision is conceptually 

simple, but may lead to unnecessarily large communication overhead. We will thus experiment in this task new partitioning schemes to achieve some coordination between the 

different partitioning sub-problems, thus reducing the communication overhead and achieving better parallel performance.

Optimization of the numerical schemes for the intra- and extra-cellular solvers (Nakajima, Cai, Trotter, Kawai, Ida, Matsumoto) 
Each intra-cellular subdomain needs to independently solve a 3D Poisson equation per time step. The number of degrees of freedom per cell is expected to be no more than 104, thus 

a careful study will be carried out to find out whether a sparse direct solver should be used instead of a typical choice of the conjugate gradient iterative solver (possibly with a 

preconditioner). For the overall extra-cellular subdomain, another 3D Poisson equation needs to be solved per time step. The number of degrees of freedom (in the orders of 1010 or 

more) dictates the use of a parallel conjugate gradient solver. The question of concern is the appropriate parallel preconditioner. We expect a parallel algebraic multigrid (AMG) 

solver to be the correct choice, but research is needed regarding the actual linear-algebra library to be chosen and the internal AMG parameters to be tuned. Moreover, investigation 

for communication-computation overlapping will be continued in FY.2023 

Porting to the GPU platform (Nakajima, Miki, Naruse, Hoshino, Trotter, Hanawa)
In a preceding JHPCN project during FY.2022, we had success with porting a conventional simulator of cardiac electrophysiology (based on the mondomain model) to Nvidia GPUs 

by using the Nvidia Software Development Kit (SDK) [3]. A similar effort will be made in this project to offload the main computational work of a cell-resolved simulator to Nvidia 

GPUs. Furthermore, AmgX library (AMG library for Nvidia GPUs, https://developer.nvidia.com/amgx) will be introduced for scalable performance of the solver. 
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• Operator splitting results in a “PDE” part and an “ODE” part
PDE part: 3D diffusion equation for V

m
(membrane potential) with an 

inhomogeneous and anisotropic conductivity tensor D

ODE part: a system of nonlinear ODEs to model transmembrane ionic current I
ion

• Unstructured tetrahedral mesh used to represent the heart geometry
 Mesh partitioning used for distributed-memory (MPI) parallelization

 OpenMP threads used for shared-memory parallelization

• Mathematical model: a 3D nonlinear reaction-diffusion equation • The PDE part: 3D diffusion equation with variable coefficient
 Fully explicit temporal discretization (Forward Euler scheme)

 In space, the diffusion equation is discretized by a cell-centered FVM: 5pt. Stencil

 During each time step, the PDE work translates to a sparse matrix-vector multiply 
(SpMV), where the vector contains the membrane potential values at all the 
computational cell centers

 Unstructured mesh partitioning & MPI parallelization of the SpMV

• The ODE part: a system of nonlinear ordinary different equations
 The ODE system (up to 39 state variables) applies to each computational cell

 Explicit time integration (Forward Euler or Generalized Rush-Larsen scheme)

 During each time step, the ODE work is to advance the ODE system separately 
on each computational cell

 The ODE work is embarrassingly parallel, follows the mesh partitioning for work 
distribution

• Strategies of performance enhancement in the JHPCN project
 Code optimiation, parallelization overhead reduction, more advanced numerical 

algorithm
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Preliminary cell-resolved simulations of cardiac electrophysiology (Arevalo, Mesa, Myklebust, Pankewitz, 

Hustad, Lines)
During the last quarter of FY.2023, when the distributed-memory implementations of the cell-resolved simulator are properly 

tested and optimized, we will apply these to some carefully chose test cases. One of the goals will be to simulate one million 

fully resolved cardiac cells, requiring about 1011 mesh points in total. Such an achievement will considerably improve the 

state of the art.

Results of porting of Lynx code to

Aquarius with NVIDIA A100 GPUs [3]


