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Deep Neural Network Optimization Based on Dual Inheritance Theory
and Its Application

Goal:

An efficient automatic development framework of deep neural network (DNN) is needed that jointly
optimizes the network configurations and the parameters. Our goal is to provide such a method by applying
the dual inheritance theory in evolutional biology to an engineering black-box optimization method
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