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The total number of failure patterns de-
pends on the topology that constitutes the
wide-area distributed system. It takes a lot
of time to perform benchmarks on all the fail-

ure patterns and perform quantitative eval-



uations. Unless all failure patterns should
be evaluated quantitatively, it is hard to ob-
tain the result of a quantitative evaluation.
Meanwhile, various designs are implemented
for wide-area distributed services in order to
improve fault tolerance, and these designs re-
quire some constraints for their proper opera-
tion. So we have proposed a pruning method
to reduce the total number of failure scenar-
ios.

For example, in a file system, there is a
redundant design in which when a chunk is
written to a node, a duplicate copy of this
chunk is written to other n nodes to increase
fault tolerance. In this design, there must
be n or more other nodes connectable from
a certain node. If the possibility of connec-
tion is lost due to the occurrence of failures
and the number of other nodes that can be
connected from a certain node falls below n,
this writing process will fail. There are other
measures against split-brain syndrome. In
this case, when the total number of nodes is
n, when write requests of chunks occur in a
certain node, the requests will succeed only
when the total number of nodes included in
the cluster including the node is larger than
5. Similarly, the requests will fail in a cluster

where the total number of nodes is less than

n

5 -

There are no systems that can run under
all the situation on the earth. The targeted
system has its constraints for its expected en-
vironment. The behavior of the system un-
der an arbitrary failure pattern can be clas-
sified into the following three by using the

constraint.

1. Requests from all nodes are defined.
2. Requests from some (or all) nodes are
not defined (therefore may return er-

rors).

By matching the constraint conditions un-
der which the wide-area distributed service
operates and the given failure pattern, it is
possible to know in advance which class the
benchmark request belongs to before per-
forming the benchmark. In the case of 1,
the result obtained by the benchmark request
may show a quantitative evaluation value of
the wide-area distributed service in the fail-
ure pattern. In cases 2, the method of han-
dling evaluation values for undefined results
must be defined. That is, there can be a
method of setting the evaluation value at the
time of undefined operation to 0, or a method
of excluding the evaluation value from the
quantitative evaluation because the evalua-
tion value is undefined because it is an unde-
fined operation. By this exclusion, the time
required for benchmarking for quantitative
evaluation can be shortened.

Meanwhile, it is possible to quantitatively
calculate the fault tolerance under the con-
straints of the topology and the design of the
target system according to the number of fail-
ure patterns that can be expected as defined
operations and not defined operations. When
the identifier of each site is 7, the nodes in the
topology can be represented as n;. IV, the set

of all nodes, can be expressed as follows.

N ={ny,n9,....,n,} (1)

v means a total number of nodes. In the



same way, the identifier of each interconnec-
tion is j (the number of ¢ and j are not re-
lated), the edges in the topology can be rep-
resented as e;. F, the set of all nodes, can

be expressed as follows.

E ={ej,e9,...,e.} (2)

€ means a total number of edges. A net-
work failure f; can be expressed as a sub-
set of E (k is the identifier of each failure).
The failures include simultaneous multiple
failures. The set of all failures F' can be ex-
pressed as the summation of single failures
(expressed as a set F}), double failures (Fy),
and all e-fold failures (F¢). A number of F),
can be calculated as combinations of € things,
taken n at a time. Thus, num(F) that is a

total number of F' can be expressed as follows

:ecl +€C2+7"‘7ECE (4)

A set of all nodes N and a set of all edges
E are defined. Then a probability of failure
on the edge e; is defined as p.,. A set of a
probability on all edges Pgr can be expressed

as follows.

PE:{penper'”vpee} (5)

f is also defined as a subset of E and it
can express a failure pattern. F is a set of
all failure patterns. An arbitrary fr can be

expressed as follows.

fk = {ei,ej,...,ec} (6)

Then, p(fx), the probability of the failure
pattern f can be calculated as a product of
the probability of f; multiplied by a product
of the “non-failure” probability (1 — p,,) of
remaining of fx. So p(fx) can be expressed

as follows.

p(fk) = prk H(l _PE—fk)
= Hpe H (1_pe)

6€fk eeEffk

The set F' can be separated to a set D that
the system can run under a defined condition
and U that the system can not run under
the condition. Pp and Py are defined as a
summation of the probabilities of each fail-
ure pattern in D and U. Pp and Py can be

expressed as follows.

Pp = Z p(fx) (7)

fk€D

Pr=Y p(fi) (®)

freUu

According these equations shown above,
the value of resilience on the targeted system
R can be expressed as follows.

P
R= logPDTUPU 9)

Table 1 shows a classification of the num-
ber of node groups that can reach each other
by an arbitrary edge (cluster) and the num-
ber of multiple failure of failure patterns in
the five node, full-mesh topology .

All failure patterns in the five-node, full-
mesh topology are classified by the multi-
plicity of failures and the number of nodes

(clusters) that can reach each other by any



edge. Is shown in Table 1. In this topol-
ogy, the maximum multiplicity of failures is
10. All failure patterns with a multiplicity
of failures of 3 or less have a cluster number
of 1 and all nodes can reach each other. A
failure pattern with a multiplicity of failures
of 4 or more and a cluster count greater than
1 appears. When the multiplicity of failures
is 7 or more, there is no failure pattern with
1 cluster.

In implementations of wide area dis-
tributed applications, such as Cloudian Hy-
perstore, , the result of an object creation
request is undefined unless it is possible to
connect to three or more locations. There-
fore, a failure pattern with two or more clus-
ters is undefined, and quantitative evaluation
is performed with a failure pattern with one
cluster. Since the total number of failure pat-
terns with 1 cluster is 727 and the total num-
ber of failure patterns is 1023, 29% of bench-
marks can be omitted compared to bench-
marking all failure patterns.

Calculate the expected value of the pre-
defined motion probability, weighted by the
failure probability . Here, it is assumed that
the probability that a failure occurs at any
edge is uniformly p. At this time, the total
W4 weighted by Pg for the number of failure
patterns that can be expected to be defined
is Wy = 10p + 45p% + ..., +225p° + 125pC.
On the other hand, the total W, weighted
by Pg for the number of failure patterns
resulting in undefined behavior is W, =
5p* + 30p° + ..., +10p° + p*0. The expected
value R of the defined motion probability
weighted by the failure probability is, for ex-

ample, R = 5.07 x 1077% when p = 0.01,
R =5.07 x 1071°% when p = 0.001 prospec-
tively.
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multiplicity number of number of clusters
of failure 1 9 314 1|5
failures patterns

1 10 10 0 0010
2 45 45 0 01010
3 120 120 0 0] 010
4 210 205 5 01010
5 252 222 130 | O] 0[O
6 210 125 | 8 | 0 | 0 |0
7 120 0 110 [ 10| 0 | O
8 45 0 0 |45 0 |0
9 10 0 1010
10 1 0 0|1

# 1 Classification of failure patterns with number of clusters
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